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Abstract— Forecasting climate data is still become a crucial issue. The forecast reliability and accuracy is dependent on several factors 
such as data availability. In the era of big data, researchers tend to formulate algorithms that work well on a big data such as boosting 
methods. However, in developing countries, especially Indonesia, the availability of the complete climate data such as temperature still a 
crucial problem. A appropriate techniques is needed to forcast a small data set. Bayesian methods is already known as the statisticall 
methods which is work well for small data. The Bayesian structural time series was applied to forecast daily temperature data in the city of 
Bandung, Indonesia. We evaluated the model with three components are the trend, autoregressive and seasonal and compared to the 
ARIMA model. The model with a seasonal period equal to 90 was found as the best model based on testing and training method. It has the 
smallest root mean square error. The component trend is much higher influence the temporal pattern of temporal data compare than 
components autoregressive and seasonal. We approximated that the temperature in the city of Bandung during 2019 around 23.61 0C daily 
and the minimum and maximum temperatures are 22.54 0C and 24.43 0C respectively.   

Index Terms— ARIMA, Autoregressive, Big data, Small data, Bayesian, Seasonal, Trend, Temperature    

——————————      —————————— 

1 INTRODUCTION                                                                     

HILIMATE influences all species on earth and our 
daily life. Climate change may affect crop growth, 

transportation, business, ecology proces and many 
things else ( [1], [2]). The one of climate variabels is 
Temperature. Forecasting climate data is still a crucial 
issue. The forecast reliability and accuracy is dependent 
on several factors such as data availability. 

In the era of big data, researchers tend to formulate 
algorithms that work well on a big data such as boosting 
methods. However, in developing countries, especially 
Indonesia, the availability of the complete climate data 
such as temperature still a crucial problem. It means, 
the long data set of climate data are diffult to accessed. 
Thus, we are dealing with a case of small data set. The 
data obtained is not long enough to make good forecast-
ing using classical statistical approaches such as auto-
regressive integrated moving average (ARIMA) or 
more modern approaches such as machine learning. 
However, these limitations must still be sought for a so-
lution. One alternative method that can be used is to use 
the Bayesian approach [3]. This approach has long been 
recognized as an appropriate method for modeling 
small data [4]. This is because the Bayesian method uti-
lizes information outside the research data that is better 
known as prior information. Combining prior infor-
mation with information obtained from a limited data 
set is considered capable of increasing the level of pre-

cision of parameter estimation by minimizing error var-
iance [5]. Bayesian structural time series models can be 
an alternative solution in modeling time series data for 
short data. 

We apply the Bayesian structural time series model-
ling to model and forecast temperature data in the city 
of Bandung, Indonesi. Bandung is a capital city of West 
Java. Bandung is known as the tourist city. Many tour-
ists come to visit each year. The daily temperature in 
Bandung vary over time. Planning visit time is influ-
enced by climate condition such as the daily tempera-
ture of Bandung city. It is important to obtain a reliable 
forecast of temperature in Bandung to support Bandung 
as a city destination of tourism. 

The paper is structured as follows: in Section 2, we 
define data and methodology, move on with result and 
discussion in Section 3. Finally, Section 4 concludes the 
paper with final remarks.  

2 METHOD 
Several time series method for foracasting purpose 

have been developed, however, there is no the best 
mothod for all condition. Here we introduced, the Bayes-
ian structured time series method for modeling and fore-
casting temperature data in city of Bandung.  
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2.1 Bayesian time series  
The last few decades the Bayesian method has devel-

oped very rapidly. Bayesian techniques are very useful 
for modeling small datasets ( [4], [5], [6]). Bayesian 
method was applied to time series analysis. Time series 
is defined as squence of data. Bayesian time series is 
also known as the probablitic time series 𝑦𝑦1:𝑇𝑇 =
𝑦𝑦1, … ,𝑦𝑦𝑇𝑇  require the spesification of joint distribution 
𝑝𝑝(𝑦𝑦1:𝑇𝑇). In time series analysis, generally assumed tha 
the 𝑦𝑦1:𝑇𝑇 are dependent. It is not feasible to assume that 
the time series are independent squaence. Thus 
modeling time series data is more difficult than 
indepndent corssection data with the likelihood 
function can be easily defined. To introduce statistica 
independence in time series data we need to develop a 
time steps. One procedure to introduce statistical 
independence is to use the Bayesian concept ( [3], [7]: 

𝑝𝑝(𝑦𝑦𝑇𝑇|𝑦𝑦1:𝑇𝑇−1) =
𝑝𝑝(𝑦𝑦𝑇𝑇 ,𝑦𝑦1:𝑇𝑇−1)
𝑝𝑝(𝑦𝑦1:𝑇𝑇−1) =

𝑝𝑝(𝑦𝑦1:𝑇𝑇)
𝑝𝑝(𝑦𝑦1:𝑇𝑇−1) 

 
(1) 

 
By arranging (1) we obtain: 

𝑝𝑝(𝑦𝑦1:𝑇𝑇) = 𝑝𝑝(𝑦𝑦𝑇𝑇|𝑦𝑦1:𝑇𝑇−1)𝑝𝑝(𝑦𝑦1:𝑇𝑇−1) (2) 
and we can express the joint probablity as: 

𝑝𝑝(𝑦𝑦1:𝑇𝑇) = �𝑝𝑝(𝑦𝑦𝑡𝑡|𝑦𝑦1:𝑡𝑡−1)
𝑇𝑇

𝑡𝑡=1

 
(3) 

𝑝𝑝(𝑦𝑦𝑡𝑡|𝑦𝑦1:𝑡𝑡−1) = 𝑝𝑝(𝑦𝑦𝑡𝑡|𝑦𝑦𝑡𝑡−𝑚𝑚:𝑡𝑡−1) and it leads to the 𝑚𝑚th-
order Markov model.  
  
2.2 Structural time series 
Let 𝑦𝑦𝑡𝑡 denotes observation t in a real-valued of time 
series. A structural time series model can be defined 
by connecting  𝑦𝑦𝑡𝑡 to a vector of latent state variables 
𝛼𝛼𝑡𝑡: 

𝑦𝑦𝑡𝑡 = 𝑍𝑍𝑡𝑡𝑇𝑇𝛼𝛼𝑡𝑡 + 𝜀𝜀𝑡𝑡        𝜀𝜀𝑡𝑡~𝑁𝑁(0,𝐻𝐻𝑡𝑡) (4) 
𝛼𝛼𝑡𝑡+1 = 𝛼𝛼𝑡𝑡 + 𝑅𝑅𝑡𝑡𝜂𝜂𝑡𝑡    𝜂𝜂𝑡𝑡~(0,𝑄𝑄𝑡𝑡)   

 
(5) 

We call equations (4) as an observation equation and 
(5) as a transition equation. The matrix 𝑍𝑍𝑡𝑡 ,𝑇𝑇𝑡𝑡, and 
𝑅𝑅𝑡𝑡contain a mix of known values, and unknown param-
eters [8]. Model (4) and (5) describe a state space form. 
These models are generalization of ARIMA and 
VARIMA models. State space model can be extended 
to take account the time series components, trend, sea-
sonality, regression effects and other state component 

that may be necessary. The basic state space model that 
we call as “basic structured model” can be written as: 

𝑦𝑦𝑡𝑡 = 𝜇𝜇𝑡𝑡 + 𝜏𝜏𝑡𝑡 + 𝛽𝛽′𝑥𝑥𝑡𝑡 + 𝜀𝜀𝑡𝑡 
𝜇𝜇𝑡𝑡 = 𝜇𝜇𝑡𝑡−1 + 𝛿𝛿𝑡𝑡−1 + 𝑢𝑢𝑡𝑡 

𝛿𝛿𝑡𝑡 = 𝛿𝛿𝑡𝑡−1 + 𝑣𝑣𝑡𝑡 

𝜏𝜏𝑡𝑡 = −�𝜏𝜏𝑡𝑡−𝑠𝑠 + 𝑤𝑤𝑡𝑡

𝑆𝑆−1

𝑠𝑠=1

 

 
 
(6) 

 
where 𝜂𝜂𝑡𝑡 = (𝜀𝜀𝑡𝑡 ,𝑢𝑢𝑡𝑡 ,𝑤𝑤𝑡𝑡) in (6) denote the independent 
components of Gaussian random noise. The matrix 𝑄𝑄𝑡𝑡is 
a constant diagonal matrix with diagonal elements 
𝜎𝜎𝑢𝑢2,𝜎𝜎𝑣𝑣2, and 𝜎𝜎𝑤𝑤2 , and 𝐻𝐻𝑡𝑡 is a constant 𝜎𝜎𝜀𝜀2. This model ac-
commodates the trend (𝛿𝛿𝑡𝑡), seasonal component (𝜏𝜏𝑡𝑡) the 
regression coefficients 𝛽𝛽 with current level trend (inter-
cept) is denoted by 𝜇𝜇𝑡𝑡 . Bayesian data augmentation is 
the primary tools that can be used to estimate the state 
space model. It works by producing simulations from 
posterior distribution 𝑝𝑝(𝛼𝛼|𝑦𝑦) [8]. 
 
2.3. Model evaluation 
Usually in time series modelling, we estiamtes several 
parameters with different number components or dif-
ferent ordo of seasonal component. In order to compare 
the performance of those models we use training and 
testing method with several criteria will be used.  The 
criater are root means squared deviance (RMSED) and 
mean absolute percentage deviance (MAPE) which are 
formulated as [9]: 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �
1

𝐻𝐻 − 1
�(𝑦𝑦𝑡𝑡+ℎ − 𝑦𝑦�𝑡𝑡+ℎ)2
𝐻𝐻

ℎ=1

  

 
(7) 

𝑅𝑅𝑀𝑀𝑀𝑀𝑅𝑅 =  
1
𝐻𝐻�

��
𝑦𝑦𝑡𝑡+ℎ − 𝑦𝑦�𝑡𝑡+ℎ

𝑦𝑦𝑡𝑡+ℎ
�

𝐻𝐻

ℎ=1

 �100% 
 
(8) 

with 𝐻𝐻 is length of forecast and 𝑦𝑦� denotes the forecast 
value. The smallest value RMSED, and MAPE indi-
cates the best model. All the computation process will 
be done by R-software using package forecast 
[10] and bsts [11]. 

3 RESULTS 
3.1 Data collecting 
Bandung is the capital city and is located in the north 
central part of West Java province. Our dataset consists 
of daily temperatures from Bandung weather (LAPAN, 
latitude: 06° 53' 00,8" LS, longitude: 107° 35' 50,4" 
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BT). We collect the data from LAPAN data sharing ser-
vice system over the period of 27 September 2018 to 31 
December 2018 with 461 total observations.  
Before proceeding to detailed modeling and forecasting 
results, it is useful to get an overall feel for the daily 
average temperature data. Figure 2 shows the daily av-
erage temperature of Bandung from 27 September 2018 
to 31 December 2018. The plot of temperature data is 
presented in Figure 1. Figure 1 suggests that there are 
trend and seasonal components in the temperature data 
of the city of Bandung, Indonesia.  
 

Figure 1. Temperatur data in the city of Bandung, Septem-
ber 2017 – December, 2018 

 
3.2 Time series modelling  
We developed six different models including ARIMA, 
Bayesian structural time series with trend and seasonal 
components. We evaluate the seasonal with 𝑅𝑅 =
{7, 30, 60, 90, 120}. Index 𝑅𝑅 = 7 indicates the seasonal 
pattern is found for every one week and 𝑅𝑅 =
30, 60, 90, and 120 for one, two, three and four 
months. We use 300 first data set as training data set 
and 161 last data set as testing data. ARIMA model was 
estimated using auto.arima function in forecast 
package of R. Figure 2 presents the testing data model 
based on traning and testing validation method.    
 

 
Figure 2. Model evaluation of ARIMA and Bayes struc-
tural time series with trend, autoregressive, and seasonal 
component for 𝑅𝑅 = {7, 30, 60, 90, 120} 
 

 
The ARIMA model produced a constant value of the 
forecast. It only differs for two first value of the fore-
cast. It indicates ARIMA model cannot figure out the 
temporal trend and seasonal components in the temper-
ature data. The best model that near to training data is 
the Bayesian structural time series data with 𝑅𝑅 = 90. It 
is indicated by table 1 below that the BAYES S=90 has 
the smallest RMSED.  
    
Table 1. Model evaluation  

Model RMSED MAPE 
ARIMA 0.784 0.020 
BAYES S=7 0.726 0.020 
BAYES S=30 0.544 0.020 
BAYES S=60 1.069 0.021 
BAYES S=90 0.097 0.020 
BAYES S=120 0.945 0.020 
 

3.3 Forecasting  
Model Bayesian structural time series with three 

components: autoregressive, trend, and seasonal with 
𝑅𝑅 = 90 was selected as the best model based on 
RMSED criteria.  
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Figure 3. Autoregressive, Seasonal and Trend com-
ponents of temperature data 
 

 
Seasonal index 𝑅𝑅 = 90 indicates that the temporal pat-
tern of temperature is repeated for every 3 months. 
Based on this selected model, the forecasting value dur-
ing 1 January to December 2019 was obtained and pre-
sented in Figure 4. 
 

 

Figure 4. Forecasting temperature, 1 January- 31 Decem-
ber, 2019  
 
 

Figure 4 shows that the temperature value during 1 Jan-
uary to December 2019. The temperature value has au-
toregressive, trend and seasonal pattern. It looks varies 
daily. However, the pattern is reapeted for every 3 

months. The minimum values of the temperature is ob-
served 22.54 0C and the maximum temperature is 24.43 
0C with average 23.61 0C. The minimum temperature is 
observed during  January to March and high tempera-
ture is observed during April to June.  

4 CONCLUSION 
The Bayesian structural time series was applied to fore-
cast daily temperature data in the city of Bandung, In-
donesia. We evaluated the model with three compo-
nents are the trend, autoregressive and seasonal and 
compared to the ARIMA model. The model with a sea-
sonal period equal to 90 was found as the best model 
based on testing and training method. It has the smallest 
root mean square error.  The component trend is much 
higher influence the temporal pattern of temporal data 
compare than components autoregressive and seasonal. 
We approximated that the temperature in the city of 
Bandung during 2019 around 23.61 0C daily and the 
minimum and maximum temperatures are 22.54 0C and 
24.43 0C respectively.    
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